Multinode implementation of an extended Hodgkin–Huxley simulator
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A B S T R A C T
Mathematical models with varying degrees of complexity have been proposed and simulated in an attempt to represent the intricate mechanisms of the human neuron. One of the most biochemically realistic and analytical models, based on the Hodgkin–Huxley (HH) model, has been selected for study in this paper. In order to satisfy the model’s computational demands, we present a simulator implemented on Intel Xeon Phi Knights Landing manycore processors. This high-performance platform features an x86-based architecture, allowing our implementation to be portable to other common manycore processing machines. This is reinforced by the fact that Phi adopts the popular OpenMP and MPI programming models. The simulator performance is evaluated when calculating neuronal networks of varying sizes, density and network connectivity maps. The evaluation leads to an analysis of the neuronal synaptic patterns and their impact on performance when tackling this type of workload on a multinode system. It will be shown that the simulator can calculate 100 ms of simulated brain activity for up to 2 millions of biophysically-accurate neurons and 2 billion neuronal synapses within one minute of execution time. This level of performance renders the application an efficient solution for large-scale detailed model simulation.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction
The last decade has witnessed a great amount of advances in the field of computational neuroscience. Interest has been peaking globally towards the human brain [1–3], marking it as an endeavour of paramount importance to the academia and industry alike. Neuroscientists have been gradually unveiling details of neuron operation. Using this knowledge, there is a wide research interest in studying the behavior of single-neurons, as well as small networks of neurons and eventually brain-sized populations of neurons. To this end, software tools exist aimed at simulating neuronal clusters ranging in size from a single neuron to networks matching a small animal’s brain in size [4].

Simulating these neuronal networks on various platforms is an active field of research; a major challenge is the sheer computational complexity that many of these neuron models entail. Aiming at larger, more accurate neuron networks, neuroscientists require more memory and extended execution times to produce relevant results. Even the less complex models present significant challenges, in terms of computation, data-transfer rates and storage, that scale with the studied neuronal network size. Traditionally in the domain of neuroscience, the most common methods for simulating neuron models and studying their behavior were either through widely-known mathematical software suites such as MATLAB [3] or through special neuromodeling tools like NEURON [6], the NEuronal Simulation Tool (NEST) [7] and Brian [8]. While these tools have been used extensively to advance the field of computational neuroscience, simulating neuronal networks of realistic sizes in high detail remains a challenge; high-performance computing (HPC) has been recently recognized as a viable means for coping with this obstacle [9–14].

In this paper we develop a simulator for biophysically plausible neuron models, targeting a part of the human brain called the Inferior Olivary Nucleus, which specializes in the coordination and learning of motor function, among other crucial tasks [15]. The modeling accuracy is at the cell conductance level (as introduced by Hodgkin and Huxley models [16]), allowing us to expose fine details of the neuron mechanisms. The computational
requirements of this biologically-accurate simulator make it an
excellent candidate for parallelization on accelerator fabrics, such
as the Intel Xeon Phi processors [17], due to the large inherent
parallelism of the models. Additionally, it constitutes a realistic
and challenging scenario in terms of model complexity, due to the
model’s mathematical stiffness and large number of floating-point
operations required per simulation step, hence a benchmark for
neuromodeling workloads. To tackle the computational com-
plexity of the model, we utilize the Xeon Phi Knights Landing
[18], an Intel processor with accelerator elements for massive
computational power and parallelism potential. It supports tra-
ditional parallel-programming paradigms, such as MPI [19] and
OpenMP [20], in contrast to Graphics Processing Units (GPU)
requiring platform-specific programming paradigms [21]. The
hardware assets present on the KNL are also found, in a smaller
scale, on Intel Xeon processors commonly found in HPC centers
and the two families of processors share binary compatibility.
Thus, the simulator featured in this body of work is portable to
other x86-based processors and conclusions derived can act as
a general guideline for a wide class of similar computing plat-
forms. In this sense, the Xeon Phi KNL is treated as an example
platform.

The paper is organized as follows: in Section 2, we give an
overview of the neuroscientific landscape and the research tools
available today. In Section 3, we discuss the workings of our HH-
based simulator, as well as the Phi processor architectural de-
tails. Following this information, we will delineate how the sim-
ulator is implemented on the KNL. More specifically, we will elab-
orate on how the simulator smoothly scales network computa-
tion across multiple KNL processors. In Section 4, we present the
methodology of our experimentation and evaluate their results,
followed by a discussion on system scalability. We explain how
different network configurations affect the computational com-
plexity of the simulation. In Section 5, we utilize the results of
Section 4 to draw conclusions on the behavior exhibited by our
developed system; we also discuss “lessons learnt” from this work
that can be applied to other workloads of this neuromodeling
class. Finally, Section 6 contains a concluding overview of the
paper.

2. Related work

2.1. Domain overview

The different layers of abstraction in human brain studies are
reflected in the usage of multiple models of neuronal functionality,
with varying degrees of complexity and biochemical detail. Spiking
Neural Networks (SNNs) [22] focus on input-current patterns and
spike-transfer delays, attempting to replicate behaviors observed in
their biological counterparts [23]. Some of the mechanisms exhib-
itied by these models, such as the precise timing and frequency of
their spiking patterns, are used by neuroscientists to study the hu-
mann brain and verify (or reject) hypotheses that are much more
difficult to recreate via in vitro and in vivo experiments. SNNs can be
divided in two very broad categories known as Integrate and
Fire (I&F) and as conductance-based models.

I&F models are the simplest SNN models, primarily focusing
on receiving a spike input and determining the neuron’s response
based on a voltage threshold. They are widely used due to their
simplicity and extensibility, resulting in a large range of I&F vari-
ants in the literature (e.g. leaky [24,25], adaptive exponential
[26] and quadratic [27] I&F models). Conductance-based models lie
on the opposite side of the spectrum, using complicated differen-
tial equations to represent the contribution of individual ion chan-
nels. They offer valuable insight into the electrochemical properties
of the neuron and the machinations of its ion channels, but they
come at the cost of significant computational complexity and dif-
ficulty in fine-tuning and studying. The Hodgkin and Huxley model
[16], used in this work, can be considered as the most prominent
example of this class; there is an extensive number of works in the
neuroscientific literature that study the functionality and behavior
of the Hodgkin and Huxley model [28–32]. A thorough classifica-
tion of available neuron models and simulators has been made by
Brette et al. [22].

Despite momentous achievements in the simulation of large
scale neural systems, the path ahead is no less daunting. In the
last decade, the computational neuroscience literature has seen the
publication of brain scale models that include numbers of neu-
rons comparable with those of biological systems, or patches of
brain with high level of detail. Izhikevich and Edelman [33] simu-
lated the whole thalamocortical system with quadratic 2D models
and simple synapses, the Blue Brain Project has simulated detailed
networks of a whole reconstructed cortical column with compart-
mental models and detailed synaptic models [34], as well as Erik
De Schutter et al., who produced a highly detailed model of the
cerebellar granular layer [35]. Going forward, it is the stated goal
of the human brain project of expanding on the work of the Blue
Brain Project and simulating a whole brain. Many other large scale
reconstruction and analysis projects should be expected in the fu-
ture, examining both larger neuron populations and more detailed
neuron models [36].

The projects named above should be taken as isolated ‘proofs
of principle’, and even if the authors have searched parameter
spaces, the parameter space of possible networks has barely been
scratched. The goal of computational neuroscience is not only to
simulate a single column or even brain, but enormous classes of
possible virtual brains. Making matters worse, it is likely that the
future will demand that these brains be hooked to sensors and ac-
tuators and be required to function in real time and closed-loops.

This type of work pushes multiple boundaries of knowledge
and technology. On the knowledge front, it commits the computa-
tional neuroscientist to a level of detail of the representation that
exposes the free or unknown parameters of the system. This in-
cludes both the procurement of biological data, and the exploration
of the gigantic parameter spaces. In fact, biological measurements
of neuronal parameters can only take us so far, since neural net-
work parameter spaces are far from convex [37,38], hence simply
measuring biophysical properties of neurons will not be sufficient
to recreate plausible neurodynamics. To make matters worse,
biological neurons are in continuous change [39], and future brain
models will need to tackle the problem of changeability as well,
introducing yet another level of computational demands on the
simulation.

A caveat of large scale simulations often put forth is that the
correct level of detail for simulating brains is not known. This
alone should be taken as justification for maintaining an agnostic
view on the ‘a priori’ required level of detail of the simulation. It
is not inconceivable that future models will continue to biological
detail that is relevant in particular scientific domains, and hence
this agnosticism is commendable. The best means to define that
required level of detail is in the simulation of large scale systems
and the comparison with reduced version, to gauge the contri-
bution of the extra amounts of detail. The work of reducing a
model to its essentials, often passes through understanding the
implications of more complex assumptions, and hence, to simplify
one often has to complexify.

Hence, we should predict that the computational requirements
for future neurocomputational models will demand ever increasing
computational resources, particularly in the problems of parameter
space exploration, large network homeostasis and real time em-
bedding of brain sized simulations.
Table 1

<table>
<thead>
<tr>
<th>Reference</th>
<th>Platform</th>
<th>Neuron model</th>
<th>Network size (neurons)</th>
<th>Network density (connections/neuron)</th>
<th>Simulation speed (execution time/s of brain activity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hines et al. [40]</td>
<td>Supercomputer Intrepid BG/P</td>
<td>I&amp;F</td>
<td>4 mil.</td>
<td>10,000</td>
<td>47 s</td>
</tr>
<tr>
<td>Kunkel et al. [41]</td>
<td>Supercomputer K</td>
<td>I&amp;F</td>
<td>1.8 bil.</td>
<td>6000</td>
<td>270 h</td>
</tr>
<tr>
<td>Beyeler et al. [42]</td>
<td>GPU</td>
<td>Izhikevich</td>
<td>300,000</td>
<td>300</td>
<td>15 s</td>
</tr>
<tr>
<td>Hoang et al. 2013 [43]</td>
<td>Multi-node GPU</td>
<td>Izhikevich</td>
<td>1 mil.</td>
<td>100</td>
<td>1 s</td>
</tr>
<tr>
<td>Sripad et al. 2018 [44]</td>
<td>Multi-FPGA</td>
<td>Izhikevich</td>
<td>2,000</td>
<td>10</td>
<td>2 ms</td>
</tr>
<tr>
<td>Ananthnarayanan et al. 2020</td>
<td>Supercomputer Dawn BG/P</td>
<td>Izhikevich</td>
<td>900 mil.</td>
<td>10,000</td>
<td>300 s</td>
</tr>
<tr>
<td>Flornhmi et al. [45]</td>
<td>GPU</td>
<td>HH-based</td>
<td>400,000</td>
<td>8</td>
<td>1.33 h</td>
</tr>
<tr>
<td>Nguyen et al. 2018 [46]</td>
<td>GPU</td>
<td>HH-based</td>
<td>1 mil.</td>
<td>8</td>
<td>400 s</td>
</tr>
<tr>
<td>Chatzikonstantis et al. 2021</td>
<td>Xeon CPU and Phi KNC</td>
<td>HH-based</td>
<td>2 mil.</td>
<td>100</td>
<td>24 min</td>
</tr>
</tbody>
</table>

Table detailing the efforts in the literature to simulate neuronal models of varying complexity in high-performance computing platforms. The Table attempts to extract information from the cited studies concerning each work’s best-effort network simulation and respective simulation speed. In order to evaluate performance, execution time per second of simulated network activity is reported. The studied neuron model, network configuration and hardware used are also reported.

2.2. Neuronal simulation projects

Accelerators and many-core fabrics are an attractive option for neuroscience workloads. One of the most fundamental software tools in the domain of neuroscience has been NEURON [6], an all-purpose neural simulator encompassing most widely-used neuron models to date [48]. It is still widely used and a pillar for neuroscience research [49].

There is a number of notable modern neuroscientific simulators under development that can boast wide usage. Brian is a Python-based lightweight simulator which is favored for its ease of usage and simple coding structure, significantly lessening the user’s programming burden when trying to design an experimental run [50,51]. NEST [7] is a simulation tool that is designed to run efficiently on a large scale of computing systems and aims at simulating large networks of simpler neuron models [52]. Furthermore, there is a large number of recent attempts at simulating and visualizing the mechanisms of a designed neuronal network, particularly as parts of Matlab [53] toolboxes [54–56]. In addition to traditional software methods, a different approach is explored by the European research project FACETS [57], where analog neuromorphic hardware directly simulates complex neuron models. Other toolkits, aimed at the development of neuronal models, have been reported to accelerators. An FPGA simulator for simulating SNNs in hardware has been developed by Qiu et al. [58]. CARLSim [42], on the other hand, is a GPU-oriented library for SNN simulation and model-testing; it is also primarily geared towards robotic control.

The domain’s literature details multiple projects that study simulations of neuronal networks by utilizing various HPC-related tools. Fidjeland et al. [59], Ahmadi and Soleimani [60] and Hoang et al. 2013 [43] have successfully deployed densely connected neuronal networks of Izhikevich [61] neuron models on GPUs. The same model has been studied by Bhuiany et al. [62] who use various platforms to scale up to millions of neurons, coupled with few HH neurons in a 2-level neuronal structure for pattern recognition. SNAVA is a multi-FPGA effort to simulate flexible neuronal networks comprised of multiple neuron models [44]. One of the largest simulation efforts has been carried out by Ananthanarayanan et al., where neuronal networks reaching the size of a billion of Izhikevich-model neurons have been simulated on a supercomputer [4] using MPI libraries [19]. Hines et al. have also used a Blue Gene supercomputer to simulate millions of simple spiking neurons [40].

Our work differs from the domain’s existing literature by focusing on complex conductance-based models, contrary to the trend of focusing on simpler models for large-scale simulations. Furthermore, its programming is based on the easily-accessible x86 architecture and refrains from using GPUs or FPGAs; traditional parallel programming tools are easier to deploy than GPU- or FPGA-specific methods. In addition, the complexity of the studied models demand the superior single-threaded performance that KNL processors offer compared to GPUs, as well as previous versions of the simulator ported on the first generation of Xeon Phi Knights Corner [47]. These factors contribute to the development of a portable, scalable, easily maintainable and extendable simulator that attempts to expose greater neuronal detail than the literature’s norm. Finally, in this work, we focus on the performance scaling behaviors that can be observed for workloads of this class and derive conclusions that can be beneficial to other projects facing similar neuromodeling challenges.

This section does not include a full review of all related work in the literature; an extensive survey is outside the scope of this paper. However, Table 1 attempts to relay an overview of the landscape to the reader by gathering information from the aforementioned works and reporting their achieved results. The Table also includes our previous and current work.

3. System description

The simulator described in this paper is written in C language and optimized for many-core x86 systems. Specifically, the simulator has been developed for Intel Xeon Phi line of accelerators. In addition, the micro-optimizations used to boost simulator performance are also beneficial to other x86 systems. “KNL-exclusive” hardware assets are configured in a fashion that can be encountered in other processors as well; for example, we use a special low-latency on chip memory called “MCDRAM” as shared last-level-cache, which is a commonly found in Intel Xeon processors. As such, we refrain from limiting our conclusions to the KNL family of processors and ensure effective portability to other platforms.

3.1. The Inferior Olive (InfOli) model

The model studied in the current paper is a conductance-based model of the Hodgkin–Huxley neuron, modified in order to better simulate the conduction mechanisms of the human inferior oliveary nuclei [64,65]. As mentioned in Section 2.1, conductance-based models are more complex models that feature biophysically accurate descriptions of the inner workings of each neuron, based on its biochemical properties. They tend to be very demanding in computational resources for simulation. For reference, a lighter version of the HH-based model discussed in this paper, featuring
significantly less complicated inter-neuron communication mechanisms, has been ported on NVIDIA GPUs and scaled up to one million neurons [46].

The inferior olivary region is a small part of the brain linked to the cerebellum and is theorized to play a crucial role in the learning of movements and proper motor function. The model approximates the biological neuron with three different compartments: dendrite, soma and axon.

The dendritic compartment features a set of ordinary differential equations (ODEs) that simulate current exchange with other neurons of the inferior olivary network. This exchange happens between dendrites that have formed Gap Junctions (GJ), i.e. the electrotonic connections or synapses among them. Each dendritic compartment forms multiple such electrical synapses, allowing inter-neuron communication and introducing, for denser networks, a major source of computational complexity and multiprocessor synchronization overhead.

Most of the neuron ion channels are realized in its somatic compartment. These channels are crucial to evaluating the neuron’s state in each simulation step. In sparser networks, the floating-point operations demanded by each somatic compartment dictates the majority of the simulation’s computational workload. Finally, the axonal compartment is the part of the inferior olivary model that functions as the neuron’s output stage towards other parts of the brain, such as the climbing fibers. It features less floating-point operations than the soma and its simulation is less complex than the other compartments of the neuron.

The cores of the KNL processor each have access to a private 32KB L1 cache and pairs of cores have a 1MB L2 cache shared between the two cores. Via the L2 caches, the tiles are connected to each other in a mesh fashion. There are options available to the KNL user concerning the mode of operation followed by the processor’s cache hierarchy. These options are referred to as “cache clustering modes”, are configured at boot time and determine how the memory address space is distributed across the chip. The KNL features four modes: all-to-all, hemisphere/quadrant and sub-NUMA cluster modes of cache operation.

In all-to-all clustering mode, memory addresses are uniformly distributed across all of the tiles’ tag directories. In hemisphere clustering mode, the 36 tiles of the KNL are divided into two spacial halves called hemispheres, ensuring that messages can be contained within the hemisphere. The quadrant clustering mode follows the same mentality as the hemisphere but partitions the die’s tiles in four spacial pars in two. Finally, the sub-NUMA cluster (SNC) modes are Non-Uniform Memory Access extensions of the hemisphere and quadrant cache operation modes; they are divided in SNC-2 and SNC-4, respectively. In our research, symmetrical networks act as well-balanced workloads evenly distributed throughout the KNL’s cores. As such, we treat the KNL processor as a symmetrically-distributed multiprocessor and opt for quadrant mode of cache operation.

Another feature of the KNL processor aimed at reducing memory-access latency is the 16GB multi-channel dynamic random access memory (MCDRAM). This is an on-package high-bandwidth memory spacially located next to the processing cores that can deliver significantly higher (more than 400 GB/s) bandwidth than the chip’s 384 GB DDR4 RAM (approximately 90 GB/s bandwidth). It also comes with three modes of operation chosen at boot time. When the MCDRAM operates in “flat” mode, it serves as a high-speed extension of the DDR4 memory. Alternatively, it can be configured to serve in “cache” mode, where it is treated as a last-level cache (LLC). Finally, it can be set up in “hybrid” mode where a pre-determined part of the memory is used in flat mode, while the remaining MCDRAM serves as an LLC. We utilize the MCDRAM entirely in cache mode, since some of the larger neuronal networks explored in this paper cannot be allocated on 16GBs of “flat” MCDRAM; additionally, “cache” mode is the most generalizable configuration for any other type of model we choose to port to the KNL and it bears resemblance to shared LLCs present in Xeon processors.
3.3. Multinode implementation

The simulator described in this paper has been previously ported on an Intel Xeon Phi 1st generation coprocessor (Knights Corner - KNC [66]) [9]. An advantage of using Intel Xeon Phi Knights Landing (KNL [17]) 2nd generation processors as a high-performance computing fabric over its predecessor, the KNC, as well as other accelerators, is the ease of employing a multinode implementation. The Xeon Phi line of products supports traditional parallel coding paradigms, such as MPI and OpenMP for task-level parallelism. These tools have been well-studied and are constantly improved upon, significantly reducing the difficulty and time-to-market of a scalable, highly-parallel implementation of the simulator’s algorithm.

3.3.1. Resource partitioning

As mentioned in Section 3.2, the KNL processors utilized in this paper feature 64 cores, each able to dispatch up to 4 instruction streams simultaneously [17]. Thus, when employing \( n \) KNL processors, there is a degree of thread-level parallelism equal to \( n \times 64 \times 4 = n \times 256 \). In addition, it should be noted that each thread utilizes, when applicable, the AVX-512 instruction set which allows for vectorized instructions to operate on multiple data simultaneously.

In the case of our simulator, the thread-level computational capabilities of the ensemble of KNL processors are divided in groups and assigned to different MPI ranks [19]. An illustration of the method with which the computational resources of the KNL are partitioned across the studied neuronal network can be found in Fig. 3. Out of the possible MPI-to-OMP ratio configurations, we opt for 4 MPI ranks spawning 64 OpenMP threads. Fig. 4 shows that other configurations may have a small advantage performance-wise for one network setup, but exhibit significantly worse simulation speed in the case of different networks. A 4:64 MPI:OMP ratio works reliably well across multiple network configurations. This middle-of-the-road approach to the ratio of MPI ranks to OpenMP threads coincides with previous decisions on the 1st generation Xeon Phi KNC [9,47].

3.3.2. Algorithmic overview

On an algorithmic level, OpenMP threads operate on different parts of the neuronal network. Each neuron in the network is assigned to a single thread in order to be processed. Each thread handles an equal number of neurons, in order for the computational workload to remain balanced. Each neuron in the network is connected to others (except for special cases of zero connectivity) via the modeled Gap Junctions. This mechanism necessitates the usage of MPI collective communication in order to exchange data between processors that do not share memory. The amount of communication traffic between MPI ranks, whether on the same or on different KNL processors, depends on the amount of neurons in the network and the network’s density, which indicates the average number of GJs each neuron has established.

During the simulation of any given neuronal network, each MPI rank is responsible for the message-passing needs of its assigned sub-network, which is processed in parallel by 64 threads. This procedure can be divided in two sub-processes: sending and receiving MPI messages. In each simulation step, Gap Junctions need the dendritic membrane voltage levels of the participating neurons in the connection in order to be computed. The MPI rank satisfies the other ranks’ needs by packing the necessary values in a buffer after OpenMP thread calculations. The buffer is then distributed by using MPI’s broadcast function (MPI_Bcast). The upper limit for this data-exchange instance happens when each MPI rank needs to broadcast voltage values for each neuron they handle.

After the MPI rank completes its MPI_Bcast function, it receives the other MPI ranks’ broadcasts. The contents of each received buffer are processed by spawning 64 OpenMP threads which op-
erate on the buffer in parallel. In the worst-case scenario of 100% connectivity density, each of the 64 threads needs access to the full content of the received buffers; in this case, each rank gets updated on the entirety of the rest of the network in every simulation step. Following the processing of the received data buffers, the calculation of Gap Junctions, as well as the neuron compartmental states, can be carried out by the threads. Upon completion of these calculations, the OpenMP threads are joined, thus ensuring that the network state update is complete and ready to be processed in the next simulation step, which begins with a new MPI_Bcast function from the MPI rank.

Fig. 3. Schematic of the simulator multimode implementation on the Knights Landing. In this example, each KNL processor operates at maximum capacity, meaning all of its 64 × 4 = 256 threads are employed, while a variable n amount of MPI Ranks are spawned per platform. It should be noted that in our work, we opted for spawning n = 4 MPI Ranks per KNL platform. A number of i neurons is assigned to each thread in this simulation, totalling a simulated network of l = i × 512 neurons over two KNLs. The implementation schema can be extended to include as many KNL machines as necessary and available.

Fig. 4. Exploration of KNL’s performance under different configurations of hybrid MPI-OpenMP clustering granularity. Three different networks of varying degrees in neuron population size and density are examined for 100 ms of simulated brain time. We alter the amount of MPI ranks spawned on a single KNL processor. Configurations employing a small amount of MPI ranks exhibit superior performance. In particular, using 4 MPI ranks spawning 64 OpenMP threads offers good, reliable performance for all neuronal networks.
of brain time. Since this is a time-driven simulator with a steady, incompressible time-step of 50 μs, brain activity during simulated brain time is not relevant to the simulator’s performance, in contrast to event-driven simulators, whose performance is affected by neuronal spike generation frequency.

In addition to differing network sizes, connectivity policies as well as densities, we perform scalability experiments by employing multiple KNL nodes (1, 2, 4 and 8), with hardware assets as described in Section 3.2 and configured as in Section 3.3. A detailed discussion on the scaling behavior of the multi-KNL implementation is thus, also included in this evaluation.

4.2. Performance considerations

Multinode manycore systems are complicated. Analysis and pattern-detection for a heavy data-exchanging application, such as a Hodgkin–Huxley-model-based neuron simulator, is a challenge on such a system. We will first discuss impact factors that heavily influence the simulator’s performance under different workloads and configurations. We will, then, discuss our experimental results with these factors in mind.

4.2.1. Manycore resource utilization

There is a price all manycore systems pay for utilizing their resources in parallel. Spawning and joining software threads and/or tasks, via the usage of libraries such as the OpenMP, requires an amount of preparation and core-time that constitutes a non-negligible overhead. In addition, unless examining an embarrassingly parallel application, parallelization resources of the manycore platform require synchronization at certain “checkpoints” in the algorithm. Simulations of biological neuronal networks entail exchange of bio-signals, which invariably result in some way of thread communication when using a manycore system with a shared memory hierarchy. Increasing the detail and complexity of the model scales the amount of such bio-signals the application simulates; as such, the biophysically realistic model studied in this paper is highly demanding in synchronization when employing a complicated, dense neuronal network.

In addition, contemporary manycore processors feature a wealth of parallelization resources for threading and vectorizing code. The KNL, for instance, by utilizing AVX-512 instructions by all of its available threads, can potentially execute more than 10,000 floating-point operations in parallel. This parallelization potential requires a suitable workload in order to be properly utilized. Since the simulator’s unit of operation is the single neuron, a network’s population size is bound by a lower limit; simulations under this size limit cannot be expected to utilize all of the manycore’s assets, especially when investigating multinode systems.

As a result, under-utilization of the platform’s resources can severely hinder the platform’s performance during a biophysically-complex simulation. The manycore processor’s parallelization assets go under-used, while still causing overheads of spawning/joining tasks. Even if the simulation is large enough to feature high degrees of asset utilization, stiff models, such as the one examined in this paper, enforce data synchronization between threads in every simulation step, further reducing the efficiency with which the processor’s hardware is employed. In conclusion, in order to attain acceptable efficiency when using manycore processors such as the KNL, each of its threads need to be assigned with the computation of a suitably large workload.

4.2.2. Message exchange overheads

MPI-like communication between the nodes in a multinode system is materialized through Infiniband. This type of communication poses a significantly heavier overhead than intranode synchronization processes do. As such, locality of data exchange between
neurons in the simulator is particularly important. Real neurons in the brain exchange current (data) by being physically approximate to each other; this translates well for locality in the hardware. By partitioning the network in clusters of neurons which are physically close to one another, most messages between those neurons stay intra-node, avoiding using MPI functions to other cores or processors.

As a result, simulations that do not allow for an efficient partitioning of the network in local sub-clusters will exhibit significantly less scaling potential. When examining different distributions for the network’s connectivity map, it becomes evident that the overhead of inter-node communication is a limiting factor for utilizing multiple processors if connections are spread out throughout the network. These types of networks can be hard to partition in an effective manner.

4.3. Evaluation results

In this section we will present the results of the experiments carried out for this paper and assess the simulator’s performance. We will analyze the behaviors exhibited in each case by referring to the factors impacting the manycore processors’ performance, as mentioned in Section 4.2.

4.3.1. Non-connected networks

Fig. 6 depicts the special case of networks without the forming of GJ connections. In these cases, neurons operate in isolation to each other in the network. The absence of GJs relaxes communication needs as it translates to a lack of need for synchronization between OpenMP threads and communication between MPI ranks. Furthermore, the special conditions for these types of simulations permits the KNL to utilize its low-latency memory assets without overheads from the MESIF cache coherency protocol. Finally, there is also a considerable reduction in computational needs since the processor skips the calculation of the GJs in each simulation step, which would otherwise take up a major portion of CPU time.

These factors combined lead to overall low execution times which differ from real time by less than two orders of magnitude even for populations of 2 million neurons. Each performance curve in Fig. 6 exhibits similar trends. The initial part of the curve, which corresponds to low-population networks, is flat, since these simulations are “low-effort” and under-utilize the hardware’s assets. This trend extends to higher-population networks as more KNL processors are added to the simulator. On the other hand, when simulating larger neuronal networks, there is a linear increase in simulation speed as the number of KNL processors used grows. These observations are consistent with how an application with minimal communicational needs should behave.

4.3.2. Uniformly distributed gap junctions

The uniform distribution of connections in the network, depicted in Fig. 7, is the worst-case scenario for the simulator. In this method of distributing each neuron’s connections over the network, every neuron pair has a uniformly equal chance of being created. When examining a network of n neurons, each forming g connections, a neuron pair, regardless of its location in the network, has a probability \( p = g/n \) of being formed. Furthermore, if the network is simulated by c cores, then each core is tasked with simulating \( n/c \) neurons and \( g \times (n/c) \) GJs. Due to the uniform distribution of these Gap Junctions, the core stores data locally concerning only \( n/c \) neurons, thus lacking data necessary for the computation of \( (g - 1) \times (n/c) \) GJs. This scenario causes the simulation to be very “heavy” on utilizing MPI collective functions for data exchange. Memory accesses degrade the simulator’s performance further, since L1 and L2 caches are unlikely to hold necessary data, forcing processor’s cores to search in non-local caches.

This information explains the unsatisfactory performance exhibited by the simulator in Fig. 7. The application scales poorly, particularly when utilizing 8 processor nodes. Due to the system’s lack of scalability, measurements of only up to 1 million neurons are depicted. Larger network populations cannot be simulated effectively, regardless of the amount of hardware utilized. The performance curves of 8 KNL nodes in Fig. 7 demonstrates that for larger net-
works, execution times show a sharp increase and 8 KNLS perform worse than a single-node system, rendering the option of adding further hardware to the system ineffective.

The application’s performance curves are significantly erratic and hard to interpret in this distribution case. A critical factor that determines simulation speed is the overhead of MPI collectives imposed during inter-node communication, as mentioned before in Section 4.2.2; this factor grows more dominant as the amount of machines employed during a simulation run increases. For any experiment consisting of a network of 1 GJs run on k different KNL machines, each processor needs to simulate the functionality of l/k GJ. The processor holds data capable of completing the calculation of a GJ without inter-node communication for l/k² GJs. Thus, the ratio of “expensive” inter-node communication versus “cheaper” intra-node data exchange directly correlates to the amount k of processors used in the case of uniform distributions of neuron connections.

In addition, Fig. 7 shows a qualitative difference between the performance curves of dense networks with 1000 GJs per neuron versus sparser networks. Dense networks, which exhibit a naturally heavier workload than sparser networks, depict a better tendency to benefit from using 2 KNL nodes over opting for single-node implementation. There is a small, but noticeable speedup for million-neuron dense networks, which is absent for similar in size, but sparser in connectivity populations.

This behavior can be attributed to the fact that in our simulator, data exchange between MPI ranks takes place with collective communication functions. MPI ranks exchange bundles with relevant dendritic voltage data concerning their respective subnetworks. In each simulation step, the MPI rank “builds” the bundle with data from neurons in its assigned subnetwork. A neuron in said subnetwork will be added to the bundle as long as there is a single GJ calculated by another MPI rank which needs this datum. Thus, in the case of uniform distribution, the probability of a neuron being added to the bundle grows quickly with the average amount of GJs formed by each neuron and “caps off” to 100% even for sparsely connected networks. When this probability reaches 100%, each MPI rank exchanges all of its subnetwork’s dendritic data in each simulation step. In these cases, the maximum amount of data exchange between MPI ranks is achieved and, as explained, these cases are present even for networks of sparser density.

In conclusion, both sparse and dense networks must circulate large amounts of GJ-related data through the KNL’s communication channels, both intra- and inter-node. However, denser networks have significantly more operations to perform in order to calculate GJ states, after acquiring all of the necessary data. These calculations happen in parallel, thus benefiting from employing more hardware and ultimately favour 2-KNL implementations over single-node. This benefit is “hidden” when employing more than 2 nodes due to “heavier” penalties to performance from communication-related overheads. It should be noted, however, that the performance curves of both sparse and dense networks follow the same trends when moving to 4-KNL simulations and that sparser networks show worse degradations in performance than the heavier experiments.

4.3.3. Gaussian distributions of gap junctions

The most realistic case of network connectivity, based on how real neurons in the inferior olivary region band together to form Gap Junction connections, is evaluated in Fig. 8, where neuronal proximity plays an important role in synapse forming according to a Gaussian distribution. A quick observation of the logarithmic Y-axis in the figure reveals that this scenario displays a decrease in overall execution times by nearly an order of magnitude when compared to the worst-case scenario of uniform distribution in Fig. 7.

In this use case, a satisfactory amount of locality in message exchange is achieved by clustering neurons according to their coordinates in the 3D-mesh. Neurons within a small range of Cartesian distance are assigned to the same core. According to the Gaussian distribution, this allows the core to calculate most of its GJs without referring to external data, since most (but not all) of its neuron connections link to other neurons handled locally by the same core. Hence, we limit the amount of messages exchanged between...
cores intra- and inter-node, as well as reduce memory access latency by maximizing local cache usage. 

Due to the favorable distribution, utilizing a multinode implementation yields positive results. There is a considerable speedup by adding more Knights Landing processors to the larger simulations. High efficiency is maintained for workloads that approach the 100K neuron-population mark in the case of dense network with 1k synapses per neuron. On the other hand, smaller networks do not exhibit favorable results when moving from single-node to multinode implementations. More specifically, Fig. 8 shows that there is a clear slowdown when employing 8 KNL nodes for relatively small networks of 5K neurons or less, when compared to the single-node’s performance curve. Furthermore, an 8-KNL implementation for small and dense networks shows an improvement in execution speed when increasing the neuronal network size from 1k to 10k neurons.

These findings can be attributed to the factors mentioned in Section 4.2. When using a group of 8 manycore processors and spawning a large number of threads per processor, each capable of executing vectorization instructions, underutilization of the hardware assets causes considerable overheads that deteriorate performance based on how underutilized the processors are. This causes the simulator to execute larger neuronal networks faster, up to the point where the hardware’s assets are utilized efficiently. The point at which the system’s resources are saturated depend on the amount of processors used, as well as the network’s density. Denser networks show a clearer, more impactful saturation point, as shown by comparing the performance curves of 100 versus 1k synapses per neuron. Furthermore, saturation is reached earlier when employing less manycore nodes due to less available resources to the system. When examining the performance curves of the densest network configurations in Fig. 8 (as noted with a golden yellow line), 2 KNL nodes retain stable execution times until the 5k neurons mark, whereas 8 KNL nodes show a true increase in execution times only past the 50k neurons mark.

Another point of interest is a super-linear speedup when moving from a single-node system to a 2-KNL configuration for 2 million neurons and 2 billion synapses. This behavior can be attributed to an increase of available low-latency assets. When using additional nodes of computational fabric, in addition to enhancing the system’s potential parallel processing power, its total cache space (as well as the KNL’s MCDRAM in our particular setup) is also expanded. By allowing a larger, if not whole, part of the network to be allocated in low-latency memory space, super-linear speedup can be observed in manycore multinode systems.

The multinode implementation allows the simulation of up to 2 million Hodgkin–Huxley-based neurons and 2 billion Gap Junctions for 100 ms within two minutes. As such, even in the case of the heaviest workload tested in this paper, the simulator exhibits a simulation speed that differs from real time by two to three orders of magnitude. In addition, networks of 5K neurons and 500k Gap Junctions, which represent sizable experiments in neuroscience research, can be simulated in a single node at a rate that approaches 30–50% of a real brain’s operational speed. Thus, the simulator can calculate workloads both light and heavy at satisfactory speeds; the single-node approach is recommended for smaller workloads, while multinode implementations are preferred for demanding networks.

5. Discussion

5.1. Optimal allocation of resources

One of the focal points in this paper is the concept of matching hardware utilization to the workload that requires calculating. The suggested amount of hardware to deploy for each network simulation varies according to network size and its corresponding connectivity map. By using data collected from the experiments presented in Section 4.1, with parameter ranges described in Table 2, Fig. 9 depicts a general guideline for allocating the minimal KNL instances necessary for achieving the best possible performance for workload instance. The Figure exhibits a number of interesting patterns.
Fig. 9a depicts suggestions for networks with uniformly distributed connection patterns. We observe that:

- Uniformly-distributed connectivity maps force the simulator to become completely communication-bound, due to model complexity.

These types of network benefit mildly from 2-node implementations, while employing more hardware often yields no improvement. Fig. 9 shows that only networks with populations larger than 500,000 neurons and connectivity patterns denser than 100 synapses per neuron (thus, totalling more than 50 million synapses in the network) have an optimal configuration point of 2 to 4 processor nodes. In other cases, single-node implementations are recommended due to poor scalability.

Fig. 9b maps networks with connection patterns following a Gaussian distribution. We come to the following general conclusions:

- The notion that neighboring neurons are more likely to form bonds leads to significantly more scalable network configurations.

Connectivity maps based on the Gaussian distribution expose data locality better and support utilizing multiple KNL nodes. Fig. 9 shows multiple network configuration points where the maximal tested amount of processors is optimal for simulation speed. In this paper, up to 8 KNL processor nodes have been employed due to availability (as noted in Table 2); a larger amount of processors may yield further boosts to simulation speed.

Furthermore, network density directly correlates to the prevalence of cases where multinode allocations are recommended. For example, in Fig. 9b, networks featuring 10 synapses per neuron are suited for single-node solutions when population count is less than 100,000 neurons. On the other hand, when network density approaches 1000 synapses per neuron, network sizes of more than 10,000 neurons merit multinode configurations. This behavior can be attributed to the fact that network density affects the amount of floating-point instructions issued per simulation step; by increasing network density, the computational workload becomes heavier and thus, can be calculated more effectively by employing larger amounts of computational resources.

Both panels in Fig. 9 show that:

- When network sizes are large while network synaptic count is low, the neuromodeling problem becomes an embarrassingly parallel use case and utilizing a high amount of processors is recommended.
- Small, dense networks benefit from single-node allocations, otherwise computational resources are effectively wasted and simulator performance suffers.

Networks featuring low synaptic connectivity maps behave in a similar fashion, since there is negligible communication overhead for the simulator. In both panels of Fig. 9, multi-node configurations are encouraged when simulating less than 10 synapses per neuron in the network. This claim is challenged, to a degree, when simulating very high population counts (more than 500,000 neurons), since even a small amount of synapses per neuron can impose a non-trivial communication overhead.

5.2. Simulator sensitivity to workload parameters

It is clear that fully understanding the performance patterns exhibited by a biologically-accurate multinode simulator is not a
trivial task. The simulator presented in this paper works on x86-based processors, which are very well-documented and have been extensively studied. Furthermore, in this paper, the parameter space we explore relates to network size, density and connectivity distribution, as described in Table 2. In this strictly-defined parameter space, the simulator behavior, as depicted in Figs. 6–9, clearly shows that even small changes to its parameters can have a large impact on performance. Furthermore, this phenomenon is exacerbated by increasing the amount of available computational resources.

Since predicting simulator behavior in any given parameter space is one, one is encouraged to create maps similar to the one featured in Fig. 9, in order to discern emerging trends. Such maps aid in choosing simulator configuration for future research in related areas. This map generation process can be efficiently deployed in a Cloud setting. Cloud services lend themselves to performing parameter-space explorations by offering processing resources that can be otherwise difficult to access [70,71]. In addition, the resources can be scaled to match problem size in a cost-efficient manner.

Furthermore, when mapping simulator behavior, one is encouraged to increase the scope of parameter exploration as much as resource availability allows. In this manner, the generated map is more effective at conveying hints related to simulator behavior trends. As an example, panel a of Fig. 9 partially resembles the image that panel b depicts for networks of 1000–20,000 neurons. It is possible that by further increasing the network size, trends that are already visible for Gaussian-distributed connectivity maps become manifest in uniformly-distributed maps as well. This could be attributed to the fact that uniformly-distributed networks face larger inter-node communication penalties; as such, they would require computing heavier workloads before additional computational resources prove to be beneficial.

A fundamental problem with extending parameter size is that heavier workloads demand larger execution times to be calculated. This, in turn, implies longer simulation times for evaluating optimal simulator configurations (here: number of nodes). Given that, for this type of cycle-accurate models, simulator behavior remains largely stable after a small amount of warm-up steps is performed. Thus, it can be beneficial to reduce the amount of simulation steps and increase the range of parameters explored.

6. Conclusion

This paper has discussed the performance and scalability of a computationally complex and biologically accurate neuron simulator on the Intel Xeon Phi Knights Landing processors. The simulator has been designed with a broader manycore architecture in mind, since the KNL hardware assets are found on most x86-based manycore processors [72] and the simulator was written using traditional parallelization techniques of OpenMP and MPI. This approach allows the portability of the simulator and the extraction of meaningful insight concerning the behavior of similar workloads.

The work proves that efficient usage of a small cluster of manycore processors, such as a system of 8 Knights Landing Xeon Phis, is able to achieve satisfactory performance even when facing a very demanding mathematical model of the human neuron, in network and synaptic sizes numbering in the millions and billions, respectively. It constitutes an efficient solution for studying demanding neuronal models in a pursuit of attaining deeper understanding of the human brain’s intricate details.

Furthermore, it has been demonstrated that a biologically-accurate simulator exhibits performance patterns that are dictated by problem size and the nature of each network’s connectivity map. A point of focus particularly in our analysis was the system’s scalability in multinode setups. It has been highlighted that the system is highly sensitive to simulation parameters and as such, careful steps need to be taken in order to discern trends in performance behavior.
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